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ABSTRACT

The early success of link-based ranking algorithms wasigaésd
on the assumption that links imply merit of the target padtmy-
ever, today many links exist for purposes other than to aosfe
thority. Such links bring noise into link analysis and haha ual-
ity of retrieval. In order to provide high quality search ués, it is
important to detect them and reduce their influence. In taep
a method is proposed to detect such links by consideringipfeilt
similarity measures over the source pages and target pauits.
the help of a classifier, these noisy links are detected amyplped.
After that, link analysis algorithms are performed on thdused
link graph. The usefulness of a number of features are atgdede
Experiments across 53 query-specific datasets show ouoaqipr
almost doubles the performance of Kleinberg's HITS and tsos
Bharat and Henzinger®np algorithm by close to 9% in terms of
precision. It also outperforms a previous approach fo@simlink
farm detection.

Categories and Subject Descriptors

H.3.3 [Information Storage and Retrieval]: Information Search
and Retrieval; 1.5.2 Pattern Recognition]: Design Methodol-
ogy—Classifier design and evaluation

General Terms
Algorithms, Performance

Keywords
Web search engine, link analysis, link classification, wedns

1. INTRODUCTION

In modern web search engines, link-based ranking algosthm
play an important role. Typical link analysis algorithme drased
on the assumption that links confer authority. Howevers ths-
sumption is often broken on the real web. As a result, théeett
performance based on such naive link analysis is often p@ap
ing. According to our experiments on more than fifty quergdfic
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datasets, on average only four out of the top ten resultsrgtste
by the HITS algorithm [15] are considered relevant to thergue
(details in Section 5).

The prevalence of links that do not (or should not) confeharst
ity is an important reason that makes link analysis lessctife.
Examples of such links are links that are created for the gaep
of advertising or navigation like those in Figure 1. Thegeety of
links are common on the Web. From a person’s view, these links
do carry some information that the authors of the web pageg wa
to promote. However, from the perspective of link analysgoa
rithms, these links are noisy information because they dehow
the authors’ recommendation of the target pages. Traditilmk
analysis algorithms do not distinguish such noise from ulsef
formation. As a consequence, the target pages of thesedmkd
get unmerited higher ranking. Therefore, in order to previetter
retrieval quality, the influence of such links needs to beiced.

For years, researchers have been working on improving tak qu
ity of link analysis ranking, most often through improverteto
the traditional PageRank [21] and HITS [15] algorithms. $om
other work focuses on detecting and demoting web pages that
do not deserve the ranking generated by traditional linKyesia
However, little work has asked which linlshouldbe used in web
link analysis.

In this paper, we introduce the notion of “qualified links™-#kKs
that are qualified to make a recommendation regarding thyetar
page. We propose to detect qualified links using a classitiéchy
based on a number of similarity measures of the source pagje an
target page of a link, makes the decision that whether thHe lin
is “qualified”. After this, the “unqualified links” are filted out,
which leaves only the “qualified links”. Link analysis alggbms
are then performed on the reduced web graph and generate-the r
sulting authority ranking. We also studied a number of fesgu
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Figure 1: Examples of links that do not confer authority



in the “qualified link classification”, revealing some irgsting in-
sights.
The contributions of this paper are:

e the novel notion of “qualified links” and a method to differ-
entiate such links from those “unqualified”;

e a study of the features being used to detect “unqualified
links”;

e an experimental comparison of our approach with other web
ranking algorithms on real-world datasets.

The rest of this paper is organized as follows. The backgtain
link analysis and related work in link spam detection and oféom
is briefly reviewed in Section 2. Our motivation is presented
Section 3 and the methodology is detailed in Section 4. Ini@ec
5, experimental results are presented. Finally, we comchinis
paper with a discussion.

2. BACKGROUND AND RELATED WORK

The idea of incorporating link analysis in ranking algonithwas
first considered a decade ago. In this section, we brieflevethe
background of link-based ranking algorithms and the relaterk
in link spam detection.

2.1 Background

Kleinberg [15] proposed that web documents had two importan
properties, called hubness and authority, as well as a megha
to calculate them. In his Hyperlink-Induced Topic SearclhT(®)
approach to broad topic information discovery, the scora bfib
(authority) depended on the sum of the scores of the cormhecte
thorities (hubs):

A(p)= > H(q) and H(p)= > A(g)

q:9—p q9:p—4q

Kleinberg calculated these scores on the subset of the vaglinth
cluded top-ranked pages for a given query, plus those pédges t
pointed to or were referenced by that set.

Bharat and Henzinger [2] proposed a number of improvements
to HITS. One of the changes is an algorithm calleth, which
re-weights links involved in mutually reinforcing relatiships and
drops links within the same host. They found thmp made a sig-
nificant improvement over the original HITS.

Page and Brin [21, 3] proposed an alternative model of page im
portance, called the random surfer model. In that model,rieisu
on a given page, with probability (1 — d) chooses to select uni-
formly one of its outlinksO(7), and with probabilityd to jump to
a random page from the entire wéli. The PageRank score for
nodei is defined as the stationary probability of finding the random
surfer at node. One formulation of PageRank is

PRG) | 1
oG) ¢

PageRank is a topic-independent measure of the importadnae o

PR() = (1 - d) ~

jij—i

and meta descriptions, and overlapping outgoing link de&ther
than binary features, our current work focuses on a few sitityl
measures, and additionally considers the full content efiéges.
Benczur et al. [1] proposed to detect nepotistic links utamguage
models. In this method, a link is down-weighted if its souacel
target page are not related based on their language modhals. T
approach is based on the assumption that pages that arectethne
by non-nepotistic links must be sufficiently similar, whismot re-
quired in our model. Chakrabarti et al. [5] extend HITS byraas-
ing the weights of links whose anchor text (or surrounding)te
incorporates terms from the query. Our approach does notierea
text specifically in or around the anchor, and more impolyaig
not query-specific.

While we focus on content, more work has considered the anal-
ysis of link structure to eliminate or down-weight links de.to
combat web spam). Here we consider a representative setlof su
work. Lempel and Moran [16] defined a tightly-knit community
(TKC) as a small but highly connected set of sites. Even thoug
such a community is not quite relevant to the query, it maly sti
be ranked highly by link-based ranking algorithms. The argh
proposed SALSA, a stochastic approach for link structuedyesis,
and demonstrated that it is less vulnerable to the TKC effean
HITS. Li et al. [17] pointed out the small-in, large-out lipkob-
lem with HITS, in which a community is associated with a root
with few in-links but many out-links. Such communities maynu
inate HITS results even if they are not very relevant. Thénaust
addressed this problem by assigning appropriate weigtteto-
links of root. Wu and Davison [25] proposed a two-step aldponi
to identify link farms. The first step generates a seed setthan
the intersection of in-link and out-links of web pages. Tlee-s
ond step expands the seed set to include pages pointing tp man
pages within the seed set. The links between these idersiizih
pages are then re-weighted and a ranking algorithm is apfithe
modified link graph. Carvalho et al. [7] also proposed alidponis
to detect noisy links at site level by examining the link sttwe
among web sites.

Finally, we note that many other approaches to web spam de-
tection have been explored. This includes Drost and Safeffe
work on spam identification [9], the work by Fetterly et al0]1
and Ntoulas et al. [19] on spam detection using statisticalysis
(of links and content), and Gyongyi et al.'s work on usingstrto
demote spam [11]. These approaches typically focus on #diid
fication of specific pages that should be labeled as spant thtre
the links between them.

3. MOTIVATION

The early success of link-based ranking algorithms was-pred
icated on the assumption that links imply merit of the tar-
get pages. However, in many instances this assumption is
no longer valid. An evident example is spam links—Ilinks
that are created for the sole purpose of manipulating th&-ran
ing algorithm of a search engine. The presence of link spam
makes link analysis less effective. Another example is -nhavi

web page, and must be combined with one or more measures ofgational links, where links are created for easy access herot

query relevance for ranking the results of a search.

2.2 Related work

In this paper we are concerned with the classification of hype
links regarding their usefulness in web link analysis. Thusor
work in this area is quite relevant. Davison [8] first proptske
automatic recognition of nepoatistic links—links that aregent
for reason other than merit. While that work considered sgve
five features, only a few dealt with content, looking at pates

pages regardless of relevance. Links between differeribmag
web sites of the same companiyt¢ p: // f oobar. com and
http://foobar. co. uk/),and links to the “terms of use” of a
web site can be considered as examples of navigational lilks
though navigational links are not created for the purposgpaim-
ming, they should also be considered less valuable for livatysis
since they hardly imply authority of their target pages.

Based on this motivation, we introduce the notion of “a diedi
link”. A qualified link is a link on a page that is qualified to ke
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Figure 2: The process of “qualified” link analysis

a recommendation regarding the target page, and is in sonse se
the opposite of a nepotistic link [8].

Besides spam links and navigational links, other types of “u
qualified links” include advertising links and irrelevaimis. Ad-
vertising links are links created for the purpose of adgarg. Irrel-
evant links can be considered as the collection of otherUatified
links”, such as links pointing to a required document vieseto a
particular web browser for the desired display of the webepag

To determine whether a link is qualified or not, we propose to
build a binary classifier based on the characteristics &§liThen
based on the decision of that classifier, a filtering processhe
performed on the web graph which retains only the “qualified”
links. Finally, link analysis algorithms can run on the redd
graph and generate rankings.

Alternatively, if the classifier is able to generate a readbe
probability of a link being “qualified”, link analysis may kger-
formed on a weighted graph where each edge in the web graph is
weighted by its relative qualification.

There are a variety of metrics one might use to measure tHe qua
ification of a link. The measures we use in this work are tha-sim
larity scores of the source page and the target page, sucdngsne
similarity and URL similarity. The similarity measures afetailed
in Section 4. The classifier considers these similarity mess
and makes a decision (of a link being “qualified” or not) ordice
a probability (of how likely a link being “qualified”). The pcess
of this approach is visualized in Figure 2.

4. QUALIFIED LINK ANALYSIS

4.1 Similarity measures

A variety of features could be used to measure the qualifinati
of a link. However, considering the issue of computatiormhe
plexity, it is desirable to use a small number of features tanase
features that are easy to compute. We propose predictingka li
being “qualified” or not by considering the similarity sceref its
source and target pages. Six features are used in this wakare
host similarity, URL similarity, topic vector similarityfidf content
similarity, tfidf anchor text similarity, and tfidf non-anahtext sim-
ilarity. The computation of these similarity measures agtaided
as follows.

e Host similarity. Inspired in part by Kan and Thi [14], the
host similarity of two web pages is measured by the portion
of common substrings of the host names of the two web page
URLs. Suppose is a string and- is an integerSub(s, r) is
the set of all substrings aof with lengthr, host, is the host
name of a web page, then the host similarity of two web
pagest andy is calculated by the Dice coefficient [24] of the
two host names as shown in Equation 1.

2 % |Sub(hosty, ) N Sub(hosty, )|
|Sub(hosts, )| + |Sub(hosty, )|
(1

Simhost (IL’, ZJ) =

In the experiments of this worlg, is set to 3.

e URL similarity. Analogous to host similarity, the URL sim-
ilarity is measured by the common substrings that the URLs
of two web pages have. Still using the notations above and
supposelU RL.. is the URL of web page x, then the URL
similarity of two web pages andy is calculated by Equa-
tion 2.

2% |Sub(URLg,r) N Sub(URLy, )|
|Sub(URLy, )| + |Sub(URL,, )|
@)

Simurr(z,y) =

Here,r is also set to 3.

e Topic vector similarity. The topic vector similarity reflects
how similar the topics of the two web pages are. If there
aren pre-defined topicg, throught,,, then each web page
x can be represented by a probability distribution vector
Ve = (Va,1,Vz,2, .-, Va,n), IN Which each component; ;
is the probability that page is on topict;. Such a vector can
be obtained by various means. In our experiments, the topic
vectors are computed using a naive Bayes classifier based on
Rainbow [18]. Each component of a topic vector corresponds
to a top-level category of ODP directory [20]. The topic vec-
tor similarity is computed as the product of the topic vestor
of the two pages.

SiMiopic(x,y)

vazxvyz 3)

o Tfidf content similarity. The tfidf content similarity of two
web pages measures the term-based similarity of theiraéxtu
content. We use the equations used by the Cornell SMART
system [23] to compute the tfidf representation of a web doc-
ument. Given a collectiob, a documentl € D, a termt,
supposer(d, t) is the number of times termoccurs in doc-
umentd, D: is the set of documents containing tetpthen
the term frequency of termin document is

o if n(d,t) =0
TF(d,t) = { 1+ log(1+ log(n(d,t))) otherwise
4
The inverse document frequency is
IDF(t) = log1 + | D| 5)
| D

In vector space model, each documéns represented by a
vector in which each componedt is its projection on axis
t, given by

dy = TF(d,t) x IDF(t) (6)

Then the content similarity of web pagesindy is computed
as the cosine similarity of their vector space represemmati

ZteT(mt * Yt)
\/ZteT i - \/ZtET yi

e Anchor text similarity. The anchor text similarity of two
pages measures the similarity of the anchor text in those two
pages. It is computed the same way as content similarity,
except substituting each document by a “virtual document”
consisting of all the anchor text inside that document.|,Stil
the similarity score is computed as the cosine similarity of
the two vectors, each representing a “virtual documentF ID
is estimated on the collection of these “virtual documents”

@)

Slmcontent ZZ’ y




Figure 3: Pruning a query-specific graph.

e Non-anchor text similarity. The non-anchor text similarity
of two pages measures the similarity of textual contentithat
not anchor text in those two pages. It is computed the same
way as content similarity, except substituting each dosmime
by a virtual document consisting of all the textual content
inside that document that is not anchor text. IDF is estichate
on the collection of the “virtual documents”.

4.2 Qualified HITS

Before introducing Qualified HITS, we first analyze the tradi
tional HITS algorithm and discuss its drawbacks. HITS uses a
two-step process to collect a query-specific dataset. Tl igo
to produce a small collection of pages likely to contain thestn
authoritative pages on a given topic. Starting from a givearg,
HITS assembles an initial collection of pages, typically,ta 200
top ranked pages returned by a text search engine on that dler
though this root seR is rich in relevant documents, it is typically
restricted to those pages containing the query string. FEmtishort
queries, especially those representing a broad topic, suichita-
tion may exclude some strong authorities. In addition, eteme
often extremely few links between pagesiri15], rendering it es-
sentially “structureless” and hard for later link analysi® solve
the problem, an expansion step is evoked from the root set- Co
sider a relevant page for the query topic, although it mayl net
be in the setR, it is quite likely to know or to be known by at
least one page iR. Hence, the dataset is augmented by adding
any pages that are linked to or from a page in the roofséthese
interconnected candidates are then analyzed by the HITithign
to identify the best authorities.

However, both the dataset collection process and HITS aisaly
take the “links imply relevancy” for granted. Since theyatrall
the hyperlinks equally, they are vulnerable to “unqualifiedks”.
Irrelevant pages may dominate the query-specific web graph a
ruin the ranking result. These unqualified hyperlinks brésekrel-
evance assumption, prevent the dataset from staying onuiry q
topic, and bring noise to the HITS calculation as well. Toveol
this problem, we propose a simple heuristic approach toietite
unqualified links and irrelevant pages from the datasetchvig
introduced below as Qualified HITS.

Suppose we produce a focused web gréfif, ) for a given
query using the HITS process described above, wheirgthe set
of web pages and represents hyperlinks among those pages. In
addition, V' consists of the initial root seR and the set ofR’s
neighboring page®’. We then use the following rules to filter out
noise in the grapli. An example is given in Figure 3.

e For every hyperlink inE, compute the similarity scores of its

let us suppose links — d,a — e¢,c — ¢, b — d, b — a,

a — candc — a are removed.

Scan the graph with unqualified links eliminated and check
each page in the neighboring s¥tto see if it is still con-
nected with the root seR. If the answer is negative, it is
indicated that the page is not relevant to any page in the root
set and should not be included in the data set in the begin-
ning. As a result, this page, as well as all the links assediat
with it, are removed from the link graph. Back to the exam-
ple, neighboring pagédsandc are no longer connected with
the root setR and thus are removed, as well as the links be-
tween themd, f andg remain since they are still connected
to the root set.

In summary, originally in this example, pagesh, ¢ andd form
a densely-connected community and dominate the link graph.
ter the two steps above, the graph is converted from the onkeon
left to the right one in Figure 3. As a result, the connecyivitside
this community is reduced and some irrelevant pages arethjire
removed. The reputation of these pages are thus succgsdéull
moted. On the other hand, those good authorities, sugheamle
are not affected much.

4.3 Qualified PageRank

The method of qualified PageRank is the same as qualified HITS
except that the second step is unnecessary since PageRanru
the global link graph as opposed to a query-specific graph.

5. EXPERIMENTS
5.1 Datasets

Qualified-HITS needs to be tested on query-specific datasets
In order to evaluate Qualified-HITS, we used the query-s$jmeci
datasets collected by Wu and Davison [25]. The corpora degu
412 query-specific datasets, with 2.1 million documents.e Th
queries are selected from the queries used in previousrotsdhe
category name of ODP directory, and popular queries fronokyc
and Google.

The HITS dataset collecting process was used for each query;
Yahoo! was queried to get the top 200 URLSs; then for each URL,
the top 50 incoming links to this URL are retrieved by quegyin
Yahoo! again. All pages referenced by these top 200 URLs were
also downloaded. Query specific graphs were generated bingar
the retrieved web pages. Intra-host links were eliminated.

From this dataset, we used the same twenty queries as Wu and
Davison and then randomly selected an additional 38 queares
used the combined 58 query-specific datasets to evaluatgethe
formance of Qualified-HITS. These queries are shown in Table

In their work on link spam detection, they presented a tvep-st
algorithm for detecting link farms automatically. As a riisspam
pages are identified and the links among them are dropped (or
down-weighted).

Qualified PageRank is evaluated on a 2005 crawl from the Stan-
ford WebBase [6], which contained roughly 58 million pages a
900 million hyperlinks.

5.2 Human labeling of links

In order to build a classifier which categorizes links intalified
links and unqualified links, a set of labeled training datadgeded.

source page and target page. Feed these scores to a classifiae manually labeled 1247 links that were randomly seleateah f

which is trained on some labeled links. If the classifier give
a negative answer, we consider this hyperlink to be unquali-
fied and should be removed from the graph. In the example,

five query-specific datasets (marked with ** in Table 1). Talea
link, one of the following labels was assigned: recommeiodat
navigational, spam, advertising, irrelevant, and undsdiel These



california lottery(*x*)
aer ospace defence(**)

i mge processing(*)
jennifer |opez(*)

art history(*)

transl ation online(*)
US open tennis(*)

online casino
source code downl oad
native+triba

ki ds entertai nnent
education reference
ask an expert

musi ¢ shoppi ng

busi ness service
Chi nese web portal
heal t hcare industry
mental health

heal th i nsurance

tabl e tennis(**)

weat her (*x)

| BM research center(**)

rental car(*)
super bow (*)
teen heal th(x)
web browser (*)
hand ganes(*)

I T conpany
humani ti es
theatre
library

party ganes

gi fts shopping
pets shoppi ng
smal | busi ness
whol esal e

chem cal s

addi ctions
dentistry

heal t hcare(*)
web proxy(*)
trimspa(*)
wi ne(*)

pi cni c(*)

musi ¢ channe
wal | street
nor ni ng cal
ntv downl oad
| ocal search
st ocks

E- conmer ce
rebate online
food drink
tenni s ganes
TV channe
car buying

br eaki ng news webl og news

Table 1: Queries used for collecting query-specific data set

labels are not directly used to train the classifier. Instélaely are
mapped to two labels, qualified and unqualified. Recommaendat
links are considered qualified, while, navigational, spadvertis-
ing, and irrelevant links are unqualified. A link is labelendecid-
able if the content of its source or target page is not aviglabhis
category of links is not used to train the classifier.

Two human editors (the first two authors) were involved irsthi
labeling task. In order to estimate how consistent theiisieas
are, their individual labeling results on 100 links are camgal. On
85 links, their decisions are the same. After mapping theltab
to qualified or unqualified, they agree on 94 links. This compa
son does not only reflect the consistency of the labeling alad
provides a rough upper bound on how well the classifier coald d

5.3 Link classification

Based on the human-labeled links, a linear SVM classifier is
trained and tested usingvVM®9** [13]. The 1016 labeled sam-
ples (undecidable links are excluded) are randomly spid tawo
halves, on which a two-fold cross validation is performetie Bv-
erage accuracy is 83.8%. The precision and recall of pesifi@ss
(qualified links) are 71.7% and 82.2%, respectively. Thin&ad
model shows that anchor text similarity is the most disanitive
feature, followed by non-anchor text similarity.

To find out how discriminative the anchor text similarity vge
trained and tested a linear SVM classifier on the anchor it s
larity only. The average accuracy is 72.8%, significantlydothan
that using all the six features.

For comparison, to estimate the upper bound of classificatio
performance, we trained a classifier on the whole labeleduset
tested the training accuracy. The accuracy is 85.1%, wehipion
and recall being 73.7% and 83.4%.

In order to get better insight into the features, we plot thean-
assigned labels to feature values in six graphs (Figure gugtr
Figure 9), each showing one of the features. For each feghee
possible range of the feature values is equally divided 2@tsub-
ranges (or, buckets). In each graph, x-axis depicts thefsetioe
ranges. The bar graph shows the distribution of that feaifiegl
human-labeled links. The line graph shows the percentagaait
ified links in each range.

From Figure 4, we can see that the distribution of topic vecto
similarity is somewhat polarized, with the majority gatingrat the
first and last range. This is because the topic vector givethéy
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Figure 4: Topic vector similarity
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Figure 5: Content similarity

textual classifier is polarized. In most vectors, one conepbodom-
inates others. As a result, the cosine similarity of two wextend
to be quite close to zero or one. The fluctuation of the prditgloif
“qualified links” indicates that topic vector similarity i®t a good
feature for detecting “qualified links”.

Compared with the distribution of topic vector similarithe
distributions of the three content based features (cordienilar-
ity, anchor text similarity, and non-anchor text similgrishown in
Figure 5, Figure 6, and Figure 7, respectively) are more $smoo
About the probability of “qualified links”, although thereeastill
minor fluctuations, the high probability within the first é& or four
buckets, followed by a dramatic decrease from the fifth testv
bucket, shows that the links in the rear buckets are mostigtial-
ified links”. This result indicates that links between tw@pa that
are too similar are likely to be “unqualified”. This matches ob-
servation in practice on navigational links and spam linsere
the source and target pages often have a large portion of oot
anchor text in common.

The results on host name similarity and URL similarity, show
in Figure 8 and Figure 9, are not so interesting. They are &asy
compute, but their usefulness here is also limited.

5.4 Retrieval performance of Qualified HITS

The classification of links is only an intermediate step. Tihal
goal of qualified link analysis is to improve retrieval perfance.
Here, we test Q-HITS on the query-specific datasets, and a@mp
its result with that of Bharat and Henzingeitsp algorithm [2].
Since five of the query-specific datasets have been used fioartu
labeling of links, the remaining 53 query-specific datasetsused
for the evaluation of retrieval performance. A linear SVMstifier,
trained on all the human-labeled links, is used to classiéylinks
within the query-specific datasets. 23% of the 1.1 milliok$ are
classified as “unqualified” by the classifier and removed.nTthe
impalgorithm is applied to the reduced graph to generate thétges
for each query.
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Since there is no available evaluation for results of thessg
specific datasets, the relevance between query and seaukbsre
have to be inspected manually. In our evaluation systemoghten
search results generated by various ranking algorithmsnixed
together. To evaluate the performance, 43 participante eer
listed, to whom a randomly chosen query and a randomly salect
set of ten results (of those generated for the given querygwe
shown. The evaluators were asked to rate each result asrgliite
evant, relevant, not sure, not relevant, or totally irraley which
were internally assigned the scores of 2, 1, 0, -1, -2, radede A
page is marked as relevant if its average score is greateQtba

Based on the evaluation data, we can calculate the oversll pr
cision at 10 (P@10) for each approach; in addition, the dvava
erage relevance score (S@10) is calculated to further exple
quality of retrieval since precision cannot distinguisighriquality
results from merely good ones. We also evaluated the rarstga
rithms over the Normalized Discounted Cumulative Gain (NE)C
[12] metric. NDCG credits systems with high precision attapks
by weighting relevant documents according to their raniimgthe
returned search results; this characteristic is cruciaet search.
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Figure 8: Host name similarity
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Figure 9: URL similarity

We used these metrics to compare the performance of theaiffe
approaches.

5.4.1 Sample search results

Here we first demonstrate the striking results this techmiqu
makes possible by an example query “US open tennis”. In Table
2, the top 10 results returned layp are dominated by a group of
touring and traveling pages that are strongly connectederAsp-
plying Q-HITS, the links inside this community is broken. €Th
undeserved authority of its members are reduced.

5.4.2 Evaluation

Figure 10 shows the comparison of original HIT®p, and Q-
HITS. The average precision of the top 10 results (preci@af)
of HITS is only 0.38.imp improved that by a large difference to
0.69. By filtering out “unqualified links”, precision@10 cha fur-
ther improved to 0.75; the average score is improved by aloms
third from 0.74 to 0.96, compared imp. T-tests show that the

Rank | URL

http://www.luxurytour.com/
http://www.rivercruisetours.com/
http://www.escortedtouroperators.com
http://www.atlastravelweb.com/
http://www.atlastravelnetwork.com/
http://www.sportstravelpackages.com|
http://www.atlasvacations.com/
http://www.escortedgrouptours.com/
http://www.escorteditalytours.com/
http://www.atlascruisevacations.com/

=

Boo~woobwnk

(a) Top 10 results bymp

Rank | URL
http://www.tennis.com/
http://www.usopen.org/
http://www.wtatour.com/
http://www.usta.com/
http://www.atptour.com/
http://www.itftennis.com/
http://www.frenchopen.org/
http://www.gotennis.com/
http://www.tennistours.com/
http://www.sportsline.com/u/tennig

Boo~woubrwnk

(b) Top 10 results by Q-HITS

Table 2: Results for queryUS open tennis.



score@10

precision@10 NDCG@10

Figure 10: Retrieval performance on 53 query-specific datasts

improvement of Q-HITS oveimp in precision and score are both
statistically significant (with p-values of 0.024 and 0.0i&spec-
tively).

We also compared our approach with the link farm detection
work by Wu and Davison [25] (denoted as “Link farm removal”)
on the 15 queries in common (marked with * in Table 1). The re-
sultis shown in Figure 11. On those 15 query-specific dadates
precision@10 of HITS is 0.30. Link farm removal boosts that t
0.65. Having a precision@10 of 0.78, Q-HITS outperformaiLi
farm removal” by 20%.

In “Link farm removal” algorithm, the links among identified
link farm members are dropped. We compared the links dropged
Q-HITS (i.e., unqualified links according to the classifiand the
links that are dropped by “Link farm removal”. Q-HITS droppe
37.17% of all the links; “Link farm removal” dropped 18.93%he
intersection of the links drop by the two algorithms accsuiur
17.30% of all the links, showing that Q-HITS generates cltose
superset of dropped links.

5.5 Retrieval
PageRank

performance of Qualified

We applied Qualified PageRank (Q-PR) on the WebBase dataset

and compared its retrieval performance with PageRank (PRy.
queries used in the experiment is listed in Table 3. Agam WM
classifier trained on all the human-labeled links is useddesify
the 900 million links. This time, only 0.4% of of the links ackas-
sified as “unqualified”. After that, PageRank is performedtiom
reduced matrix generating the static ranking. The final ltdsu
each query is generated by an order-based linearly weigtued
bination of the static ranking and OKAPI BM2500 [22] weiglgi
function (.8 for PageRank). The parameters of BM2500 eqoati
are set the same as in [4].

Figure 12 shows the experimental result of Qualified PagkRan
and PageRank. We can see that dropping a tiny portion of link

0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

Precision@10

HITS Link Farm Q-HITS

Removal

Figure 11: Retrieval performance on 15 query specific datags

t sunam di anond bracel et wi ndshi el d w per

brad pitt music lyrics wei ght wat chers

ganes britney spears hal | oween cost unes

di abetes ol sen twins aut onobi | e warranty

irag war col | ege football new york fireworks
madonna harry potter lord of the rings

poker jennifer |opez herpes treatnents
playstation jersey girl the passion of christ
poemns george w. bush nuscul oskel etal disorders
tattoos online dictionar st patricks day cards

Table 3: Queries used to test Qualified PageRank.

(0.4%) is able to increase the precision from 0.58 to 0.6Qh(wi
score@10 increased from 0.64 to 0.68).

6. DISCUSSION AND CONCLUSION

In this paper, we presented the approach of identifyingigual
fied links by computing a number of similarity measures ofithe
source and target pages. Through experiments on 53 quecjfisp
datasets, we showed that our approach improved precisi@¥by
compared to the Bharat and Henzingap variation of HITS.

This paper is merely a preliminary study, demonstratingpitxe
tential of our approach. The following limitations can beleessed
in future work.

e The classifier and similarity measures being used are quite
simple. It is expected that the use of a better classification
algorithm and an advanced set of similarity measures would
produce a better result. For example, examining the similar
ity of text in and around a link to its target (as in [5]) might
fare better, especially for multi-topic hubs.

e The punishment of removing “unqualified links” might be
too stringent. A manual examination of the experimental re-
sults revealed that some authoritative pages are removed in
addition to poor quality pages. Weighting the links by their
quality could be a better alternative than the current lyinar
weighting.

e The computational complexity of “qualified link analysis’ i
an issue that requires careful consideration. Although the
index of the corpus could be made available before hand,
computing the similarity scores is still expensive consitp
the size of the web. Potential solutions include using fewer
features, using features that are easy to compute, and uti-
lizing simple classification algorithms. We tested one poss
ble extension, which builds a thresholding classifier based
anchor text similarity. The classifier simply categorizbs t
links within the first eight buckets as “qualified links”, and
the rest as “unqualified”. This approach gives a precision of

0.70
[ Score@10
[l Precision@10
0.65
0.60
0.55
0.50

PR Q-PR

Figure 12: Retrieval performance of Q-PR on WebBase dataset



negative class (“unqualified links”) at 97.05% on the latele
training set. This classifier is then applied to the 53 query-
specific datasets. The retrieval performance is between tha
ofimpand Q-HITS (precision@10 being 73.02%, score@10
being 0.93).

As mentioned in Section 5.1, the data collection procesd use
an existing search engine, which could introduce certais bi
into the dataset. Building a dataset from a large web crawl
can solve such a problem.

The experiment testing Qualified PageRank is still rudimen-
tary. In order to fully examine its usefulness, more experi-
mental work on global datasets is needed.

This approach is not a panacea for “unqualified links”. We
did not differentiate the different types of “unqualifiedis”.
Some types of links are perhaps more difficult to identify
than others. Finer-grained discrimination might furtheost
retrieval quality. As a preliminary investigation in thigek-
tion, we trained a multi-class classifier to distinguishreac
individual type of “unqualified link”. The result showed tha
the classifier was effective in finding spam links, while not
very helpful in finding other types of “unqualified links”.
This remains a topic for future study.
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