
Long Distance Wireless Mesh Network Planning:
Problem Formulation and Solution

Sayandeep Sen
Dept. of CSE, IIT Kanpur

Kanpur INDIA 208016

sdsen@iitk.ac.in

Bhaskaran Raman
Dept. of CSE, IIT Kanpur

Kanpur INDIA 208016

braman@iitk.ac.in

ABSTRACT
Several research efforts as well as deployments have chosen IEEE
802.11 as a low-cost, long-distance access technology to bridge
the digital divide. In this paper, we consider the important issue
of planning such networks to the minimize system cost. This is a
non-trivial task since it involves several sets of variables: the net-
work topology, tower heights, antenna types to be used and their
orientations, and radio transmit powers. The task is further com-
plicated due to the presence of network performance constraints,
and the inter-dependence among the variables. Our first contribu-
tion in this paper is the formulation of this problem in terms of the
variables, constraints and the optimization criterion. Our second
contribution is in identifying the dependencies among the variables
and breaking-down the problem into four tractable sub-parts. In
this process, we extensively use domain knowledge to strike a bal-
ance between tractability and practicality.

We have evaluated the proposed algorithms using random in-
put sets as well as real-life instances with success. We have been
able to show detailed planning of network topology, required tower
heights, antenna types, and transmit powers for the Ashwini project,
a long distance WiFi network under deployment in Andhra Pradesh,
India, In this case, we are able to achieve within 2% additional cost
of a lower bound estimate.

Categories and Subject Descriptors
C.2.1 [Network Architecture and Design]: Wireless communica-
tion, Network Topology

General Terms
Algorithms

Keywords
802.11 mesh networks, Long-distance WiFi, Low cost networking,
Rural Connectivity

1. INTRODUCTION
802.11-based long-distance networks have been proposed as a

cost-effective option to provide Internet connectivity to rural areas
in developing regions, to enable Information and Communication
Technology (ICT) services [1, 2]. Fig. 1 depicts one such network:
the current Ashwini project deployment [3] in Andhra Pradesh,
India. Other such networks include the Digital Gangetic Plains
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(DGP) [1], Aravind [4], Nepal Wireless [5], DjurslandS.Net [6],
etc. In such networks, long-distance wireless links, up to several
tens of kilometers are used to connect neighboring villages to a
landlinenodei.e. a node with wired Internet connectivity (say, op-
tical fiber). Each network node has a WiFi radio mounted atop an
antenna tower. The towers are necessary to achieve Line-of-Sight
(LOS) for the long distance links. Further details on how such long-
distance operation may be achieved using 802.11 are in [1, 7].

The deployments thus far have been ad-hoc in nature and plan-
ning, if any, was mostly done manually. The lack of a systematic
approach has several shortcomings. First, an ad-hoc approach or
manual planning does not pay attention to the overall system cost.
As indicated in [1, 2], cost minimization is the primary criterion for
any technology deployment for rural areas in developing regions.
In 802.11-based long-distance networks, the antenna tower costs
form a significant component of the total cost. The antenna towers
can be quite expensive: a 30m antenna tower can cost as much as
U.S.$1,000, while the WiFi radio itself may cost $50 or less [7].
Network infrastructure planning for such long-distance networks
thus becomes essential.

Figure 1: The Ashwini network, Andhra Pradesh, India

Second, lack of planning implies that network performance can-
not be guaranteed. This is undesirable since a network operator
may wish to provide, bandwidth guarantees to each village. Finally,
manual planning cannot scale to large networks. For instance, even
for the current 16-node deployment of Ashwini (Fig. 1), determin-
ing tower heights optimally and assigning antennas and transmit
powers to guarantee network performance can be a daunting task
without a methodical approach. During our studies at the Ashwini
project site, we have found cases of inter-link interference and un-
predictable throughput performance due to inadequate planning.

Thus, theplanningof such long-distance wireless mesh networks
prior to deployment is very essential. To the best of our knowledge,
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we are the first to articulate and study this problem. Our first con-
tribution in this paper is the formulation of the problem in terms of
the variables, constraints and cost optimization objective.

We quantify the desired network performance in terms of three
main sets of constraints (1) The applicationthroughputconstraint:
this simply states that a particular download (or upload) capacity is
required per village node. (2)Powerconstraints: these consist of
an upper bound on the Effective Isotropic Radiated Power (EIRP)
at each radio, and a lower bound on the received power at the re-
ceiving end of each link (receiver sensitivity requirements). (3)
Inter-link interferenceconstraints: at each radio, the received sig-
nal strength should exceed the total interference at that radio by a
certain threshold.

We identify four main sets of variables which have to be deter-
mined in the course of network planning. The first two sets of vari-
ables: (1) the multi-hop network topology, and (2) antenna tower
heights, primarily affect the system cost. The next two sets of vari-
ables are (3) the antenna types to be used atop the towers as well as
their orientations, and (4) the transmit powers of the radios in the
system. The latter two sets of variables primarily affect the overall
network performance. We identify the various inter-dependencies
in determining these variables for a deployment.

The problem of network planning can thus be stated as:
Given a set of villages to be provided with network connectivity
from a given landline node, determine the minimum cost network
topology, the tower heights, antenna types and orientations, and
radio transmit powers, such that the three constraints: throughput,
power, and interference, are satisfied.

A subset of the above problem is the aspect of determining the
topology and tower height variables to minimize cost. This subset
is akin to the well known hard problem of minimum energy broad-
casting in wireless networks, where the complexity arises due to
the “wireless multicast advantage” [8]. The presence of the three
constraints as well as the inter-dependence between the four sets of
variables further complicates our overall problem.

Our second contribution in this paper is the articulation of the
various design considerations, and the approach we have taken to
solve this problem. For this purpose we have drawn upon experi-
ences and lessons from various deployments. We identify the de-
pendencies and break down the problem into four tractable parts:
(a)Topology-Search (TS):exploring the search space to find a topol-
ogy, i.e., deciding which links to form, (b)Height-Assignment (HA):
assigning optimum heights to tower locations once a topology has
been formed, (c)Antenna-Assignment (AA):assigning appropri-
ate antennas at each node and deciding their orientations, and (d)
Power-Assignment (PA):assigning transmit powers to each of the
radios in the system. We have applied extensive domain knowl-
edge to strike a balance between problem tractability and solution
practicality, while breaking down the problem into its subparts.

We use a branch-and-bound algorithm for theTSproblem and for
simplicity, focus only on the construction of atree topology. The
challenge here is in the application of various domain-knowledge
based techniques to prune the search space. Next, we formulateHA
andPAas Linear Programming (LP) problems. ForAA, we propose
a heuristic algorithm of polynomial time complexity.

Due to the inter-dependence between these problems, the stage
at which we solve them is significant. We performAA locally for
each node, while we doPAandHA for an entire tree, whenever we
have a spanning tree during the branch-and-bound search. Such an
approach leads to an efficient algorithm which produces topologies
satisfying the various constraints.

In our evaluation so far, we have been able to plan networks of
sizes up to about 30 nodes. We have tested our algorithm with a

real-life instance too: for a 31-node input set corresponding to the
original goal of the Ashwini deployment (a super-set of the cur-
rent 16-node deployment). The generated plan includes details of
all four sets of variables, and is within 2% cost of a lower bound
estimate. We believe that this is significant given the complexity
of the problem. In the future however, it is not unimaginable to
have deployments of O(100) nodes, to cover the set of villages in
a 20-30km radius [9]. Further algorithmic and methodological en-
hancements are needed to achieve this. We view our work as the
first step in this direction.

Although network topology planning has been studied in differ-
ent contexts in prior work, several aspects make our setting unique.
Unlike cellular network planning, we do not require carpet cover-
age, but only at the specific village locations. The consideration of
cost minimization and the different sets of variables are also unique
to our problem setting (unlike for e.g. in wired networks or in ad-
hoc networks).

While our work is primarily for 802.11 mesh networks, in ret-
rospect, our approach can also readily accommodate other wireless
technologies in similar usage settings, such as 802.16 mesh net-
works. The rest of the paper is organized as follows. In Sec. 2,
we articulate the problem in terms of its objective criterion, the
variables, and the constraints. Subsequently, Sec. 3 describes the
overall solution approach, and the problem breakdown. We also
provide a detailed description of the formulation and solutions to
the four sub-problems. We evaluate our algorithms and heuristics
in Sec. 4. We present related work in Sec. 5 and conclude the paper
in Sec. 6.

2. PROBLEM FORMULATION
In this section, we articulate the problem of network planning. In

the course of our discussion, we present the optimization objective,
the problem constraints, and the variables involved.

Our primary goal is to minimize the deployment cost. This is
because, system cost is a central consideration in any technology
deployment for rural regions [1, 2]. The long-distance links are
typically formed using high gain antennas placed atop antenna tow-
ers. The main system components are the WiFi radios, the set of
antennas, and the antenna towers. Among these, the dominant cost
is that of the antenna towers [7]. Table 1 shows some tower costs
from the current Ashwini & DGP deployments. (The cost for the
towers taller than 15m also includes the cost of providing ground-
ing for lightning protection: this cost component is about $100-150
per tower.) In comparison, the cost of a WiFi radio or an antenna is
about one or two orders of magnitude lesser (˜$50).

Table 1: Antenna tower costs

Our optimizationobjectivecan thus be stated as:minimize the
cost of the towersin the system.

In Table 1, the tower cost increases, piecewise-linearly, with
tower height. The required tower height in turn depends on the
link length since we need to achieve line-of-sight (LOS) clearance.
Further, a single tall tower may be able to support links to several
neighboring nodes. The tower heights are thus dependent on the
network topology as well. Hence we have two main sets ofvari-
ableshere: themesh-network topologyand thetower heights.

While minimizing cost, we also wish to achieve a certain desired
level of network performance. We formulate this as aconstraint
in theTSproblem. In this paper, we quantify performance simply
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by saying that each village node requires a certain download/upload
capacity from/to the landline. For instance, in the Ashwini network,
the original stated performance constraint was a download/upload
capacity of384Kbps per village node, to support high-quality in-
teractive video. In the problem formulation, we denote this through-
put requirement byR and term the constraint as thethroughput
constraint. We assumeR to be the same for each village node, and
in the download/upload directions.

The dependencies of the throughput constraint are as follows.
Each link has a certain capacity, which is determined by the PHY
layer. For instance, operating at 11Mbps using 802.11b allows a
maximum application-level throughput of about 7Mbps [10]. The
operation of a link at a particular PHY rate (e.g. 11Mbps) depends
on (a) the received signal strength (RSSI) being above a certain
threshold, termedPmin, and (b) the signal-to-interference ratio
(SIR) being above a threshold, termedSIRreqd (in the network,
each link acts as interference to the others). For typical commercial
802.11b equipment,Pmin = −85dBm andSIRreqd = 10dB for
11Mbps operation [10]. In our problem, we formulate the above
two requirements as thepower constraintand interference con-
straint respectively. It is worth noting that for a given transmit
power, the RSSI and SIR are fairly stable for the long-distance
links [10].

The RSSI and SIR depend on several variables: the link length,
transmit power, and the antenna types in use. Thus we now have
two additional sets ofvariablestheantenna types and their orien-
tations, and the radiotransmit powers.

Apart from the power and interference constraints, the through-
put constraint also has a dependence on the antenna type, as we ex-
plain now. We distinguish betweenpoint-to-point (p2p)links and
point-to-multipoint (p2mp)link-sets (see Fig. 1). In a p2p link, we
have a single radio at either end. It is typically formed using anten-
nas of small beam-width at either end of a link (e.g. parabolic-grid
antennas with8o beam-width). A p2mp link-set consists of mul-
tiple logical links. Each of the logical links is between a central
radio and a radio at the far-end. A p2mp link-set is usually formed
by using a sector antenna at the central location. Sector antennas
with beam-widths of30o, 60o, 90o, and120o are available com-
mercially [11]. In Fig. 1, p2mp link-sets are shown as sectors.

The link capacity in a p2mp link-set is shared between its con-
stituent links. And whether we have a p2p link or a p2mp link-set
is clearly dependent on the antenna type. Further, in a p2mp link-
set, the number of nodes sharing the capacity is dependent on the
antenna orientation. Thus the antenna types and orientations also
affect the throughput constraint.

Figure 2: Dependencies in network planning

To summarize the above discussion, we state:

Objective: tower cost minimization
Constraints: throughput, power, interference
Variables to determine: network topology, tower heights, antenna

types & orientations, transmit powers
Fig. 2 summarizes the dependencies among these.

There are two other factors, not mentioned above, on which the
throughput depends. The first is the MAC protocol in use. In this
work, we assume the use of the 2P MAC protocol proposed in [12].
2P is much more efficient than CSMA/CA for the long-distance
links, since it allows the simultaneous operation of the multiple ra-
dios at a node. Further, it uses a single channel throughout the
wirelessbackbonenetwork. This allows us to use the remaining
two (of the three total) independent channels of 802.11b for local
usage within each village node. 2P effectively reduces each half-
duplex wireless link to look like a wired link of half the capacity in
each direction (see Fig. 4 in [12]). We take this into account while
checking for the throughput constraint. Changing the multi-hop
protocol to CSMA/CA or TDMA would result in different formu-
lation of the throughput constraint, as has been shown in [13].

While the work in [12] considers a network of only p2p links, we
consider p2mp link-sets too. A minor modification is required in 2P
to accommodate p2mp link-sets. The original 2P protocol has two
phases (hence its name): SynTx and SynRx. These two phases cor-
respond to synchronous transmission on all the links from a node,
and synchronous reception on the same links. For p2mp link-sets,
we need to note that the links in the set share the radio at the central
node. Thus only one of them will remain active during SynTx or
SynRx.

The throughput at a node depends on the routing too. But as
mentioned earlier, for simplicity, we only focus on tree topologies.
This only provides connectivity and does not address any fault-
tolerance. For a given tree topology, the routing is fixed. Hence
the dependence of routing on throughput translates to dependence
on the network topology, which we have already considered as a
variable in the problem statement.

3. SOLUTION TO TOPOLOGY PLANNING
In this section, we present our solution to the above problem

statement. We first present our overall strategy and the breakdown
of the problem in Sec. 3.1. Subsequently, in Sec. 3.2-Sec. 3.5, we
present formulations of the individual sub-problems and their solu-
tions. Our main contribution here is in terms of the partitioning of
the problem as well as the application of various domain knowledge
based simplifications.

3.1 Overall Solution Strategy
As depicted in Fig. 2, there is significant inter-dependence in de-

termining the four sets of variables. Given this, even the formula-
tion of the problem in its entirety is complex. We initially tried this
approach, but soon realized that the problem was better addressed
by breaking it up into smaller parts.

We do not seek to design a single algorithm which determines
all the variables and satisfies all the constraints at one go. As
mentioned earlier, even just the sub-problem of height assignment
seems akin to the well known difficult problem of minimum energy
broadcasting in wireless networks [8].

The four sets of variables suggests a natural division of the prob-
lem along these lines. However, due to the inter-dependence, it is
still challenging to determine theorder in which a set of variables
are to be solved for. That is, the order in which the dependencies
are resolved is non-trivial.

We begin by making several observations. (O1) We first observe
from Fig. 2 that all three of tower heights, antenna types, and trans-
mit powers are dependent on the network topology (set of links).
(O2) Next, we observe that the tower heights are independent of
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the antenna types or the transmit powers. This can be easily un-
derstood: the tower heights merely ensure that there is LOS. (O3)
The antenna types and the transmit powers are directly dependent
on one another.

The first observation (O1) suggests that we should first arrive
at a network topology, and then determine the (dependent) tower
heights, antenna types, and transmit powers. We term this sub-
problem of finding a tree topology asTopology-Search (TS). We use
a branch-and-bound based tree-enumeration approach for this. In
this approach, it turns out that we can easily check thethroughput
constraintat each stage of the tree search. Whenever a spanning
tree is enumerated, we solve theHeight Assignment (HA), Antenna
Assignment (AA), andPower Assignment (PA)problems, as defined
below.

TheHeight Assignment (HA)problem is defined as: for a given
topology, determine the tower heights at each of the nodes such
that LOS is achieved, and such that the sum total of the tower costs
is minimized. Observation (O2) implies that the order of solving
theHA problem versusAA or PA are mutually independent. In the
following paragraphs, we shall show an LP formulation ofHA.

Observation (O3) raises significant questions. Should antenna
types to be placed at a node and orientations be decided first, or
should transmit powers be determined first? In either case, how
can we ensure that the power and interference constraints are ad-
dressed? A result from prior work helps us resolve this problem.
In [12], the power assignment problem is defined as: for a given
topology and set of antennas, what should the transmit powers be
such that the power and interference constraints are satisfied? The
problem is formulated as an LP.

Given that we have aPower Assignment (PA)formulation as
above, we define theAntenna Assignment (AA)problem simply as:
given a node and its set of children, what should be the types of an-
tennas used for link formation, and in what directions should they
be oriented? Note thatAA is defined local to each node, and there
is no global view across the network. In this approach, we solve
various local instances ofAA (one instance for each network node).
We then finally solve thePA problem, which has a global view of
the network, and also incorporates the power and interference con-
straints.

Thus, in each stage of the tree-search, we get a spanning tree
topology which satisfies the three constraints. For each such topol-
ogy, we performHA, and keep track of the topology which has the
minimum cost. We now elaborate on the four sub-problems.

3.2 Topology Search (TS)
Thetopology search (TS)algorithm is the all-encompassing com-

ponent, which invokes the other three sub-problems at the appro-
priate junctures. We view the tree topology as being rooted at the
landline, with the natural notions ofparentandchild relations. We
use a Breadth First Search (BFS) based spanning tree enumeration
approach, with several pruning mechanisms.TSalso incorporates
thethroughput constraintby ensuring that the trees it produces sat-
isfy that constraint. We explain this below.
Checking the throughput constraint

Recall from Sec. 2 that each link has a particular throughput ca-
pacity. This is about 7Mbps at the application level, while operating
at 11Mbps using 802.11b [10]. Note that in our design, the power
assignment step ensures that each link can operate at this capacity.
Further, the 2P MAC protocol is going to ensure that this capacity
is divided equally in the download/upload directions. That is, we
have7/2 = 3.5Mbps in each direction. Denote this asBmax.

How Bmax is shared across the various nodes depends on the
topology. In the BFS-based enumeration, at each stage, we have a

connected sub-tree rooted at the landline. In this setting, we wish
to check if a given sub-tree satisfies the throughput constraint. To
achieve this, we make the following design decision. We stipulate
that all the links with the landline are p2p links. This ensures that
we have a download/upload capacity ofBmax on each of these
links with the landline. This is illustrated in Fig. 3.

Figure 3: Throughput constraint: Ki < Bmax

R

Clearly, the links with the landline are going to be the throughput
bottlenecks of the network, as the entire traffic of their correspond-
ing sub-trees has to be routed by them. We we denote the sub-trees
hanging from these links asTi, and the number of nodes inTi as
Ki, as depicted in Fig. 3. Assuming a fair allocation of the bot-
tleneck capacity among the nodes inTi, we have the throughput
constraints represented asKi < Bmax

R
. Adherence to this crite-

rion can be easily checked for incrementally during the tree-search.

Search pruning strategies
An important aspect ofTSis the set of domain-knowledge based

strategies that we use to cut the time taken by the search procedure.
While the search is still combinatorial, the pruning strategies are
very effective.
Eliminating long links: The first heuristic we apply is to ignore
“long” links. The intuition for this comes from several factors.
First, long links require more transmit power, thus increasing the
chances of interference with nearby links. More importantly, longer
links require taller towers. The significance of this can be under-
stood from Table 1. We can see that the cost of sub-15m towers
is much lower than that of taller towers. We term such short tow-
ers asmasts. Such masts are inexpensive since they can simply be
constructed by using a couple of water pipes.

From experience in CorDECT deployment efforts, it is known
that typically links up to 10-15km long can be formed with only a
mast at one of the ends [9]. The threshold link length we use in our
algorithm thus corresponds to this. In a given input data set span-
ning a diameter of 40-60km, it is easy to see how the elimination
of long links will significantly cut down the search space.
Tree depth restriction: Another effective pruning strategy is to
restrict the depth of the tree topology to be at most two hops from
the landline node. This would also significantly reduce the search
space. The depth restriction is justified since in most practical
cases, we would be looking to plan a network of radius about 20-
30km from the landline [9].
Dynamic Cost Bounding (DCB): While the previous two pruning
strategies are heuristics, DCB is a pruning strategy based on lower
bounding the cost of the sub-tree during the BFS-basedTSprocess.
Now, such lower bounding of cost is tricky for the following reason.
Cost is determined by the tower heights, but during theTS, we have
not yet assigned any tower heights. And, invokingHA for each sub-
tree during the tree search process is not an option since it would
prove to be time consuming (HA itself is an LP, which may not be
solvable in polynomial time).

Tower height lower bounding forms the basis for cost lower bound-
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ing for a sub-tree. It builds on the following insights. (I1) The land-
line is typically in a town or a city, with reasonably tall buildings
around. (I2) About 15km long links can be formed between a 40m
tower at one end of the link and a sub-15m mast at the other [9].
(I3) Due to land undulations (even in the plains) and the presence
of 10-12m trees, it is unlikely that we can achieve LOS even over
distances as short as 1km using just sub-15m masts at either end.

(I1) above implies that we require a tall tower at the landline
node. In practice this turns out to be about 50-60m high. (I2) im-
plies that for a link, it is always more economical to have one end
as a sub-15m mast. Now, combining these with (I3) above; in two-
hop configurations, we can have only one of two possibilities: (a)
a mast at the second-hop (leaf-node), or (b) a mast at the first hop
(non-leaf). This is shown in Fig. 4.

Figure 4: The two choices for mast location

Among the two choices, locating the mast at the leaves is clearly
more economical. This is so; because, for every non-leaf one-hop
from the landline, there is at least one (and possibly many more)
leaf node(s). This means that choice (a) above is always less ex-
pensive than (or as expensive as) choice (b).

Now we can use the above discussion for calculating a lower
bound on the tower heights (cost) of a sub-tree as follows. We
assume a tall tower (50 to 60 m) having a fixed height at the landline
node. We have already argued above that masts (negligible cost) are
sufficient for leaf nodes. And for the non-leaf nodes which are one-
hop from the landline, the minimum required height (cost) can be
easily determined by its current child set.

In Sec. 4 we shall show that this DCB technique is indeed very
useful in pruning the search space. We shall now turn to theHA
sub-problem.

3.3 Height Assignment (HA)
In HA, we seek to determine the heights of the towers at the

various nodes, such that the overall cost is minimized. In doing
this, we are given the network topology.

For long-distance WiFi links, line-of-sight (LOS) is required.
Prior experience in long-distance WiFi [7] as well as CorDECT
links [9] has indicated that the obstructions (such as trees, build-
ings etc.) play a significant role in determining the height required
for achieving LOS.

Figure 5: The LOS constraint on the tower height

Fig. 5 shows how the tower heights at either end of a link are

related to the height and location an obstruction in-between. We
denote byD the link length, byL the obstruction height, and by
d the distance of the obstruction from one end of the link. The
heights of the towers are denotedh1 andh2 respectively. It is easy
to see that for LOS clearance, we can write an inequality using
basic geometry:

h1 ∗ (D − d) + h2 ∗ d ≥ L ∗ D (1)

Generally, in rural areas (which is where such long-distance net-
works are meant to be primarily used), we typically do not have
many tall buildings, and the only obstructions are the trees in-between.
It is possible to have a upper-bound on the height of trees in a re-
gion. This gives us the value ofL. Also for a given link, we can
estimated based on a site survey. Thus in Eq. 1 onlyh1 andh2

are the variables. It should be noted that presence of obstruction
sources other than trees does not change the formulation, it only
necessitates determination ofL from site survey.

Although Fig. 5 shows the two tower locations at the same level,
this need not be the case. The same approach can readily accom-
modate tower locations at different Mean Sea Levels (MSL). The
MSL data can also be gathered from a site survey (as is the geo-
graphical location of the towers). Although our notation does not
indicate it (for simplicity), the parametersL andd can be different
for each link.

We can write equations similar to Eq. 1 for each of the links in the
given topology. This gives a set of linear inequalities. In addition,
we also impose an upper boundHupper (60m in our evaluations)
on the tower heights:hi ≤ Hupper. This is done to ensure that
we do not end up with impractical, arbitrarily high towers. The
minimization criterion forHA is:

minimize(
X

C(hi)) (2)

whereC(h) represents the tower cost as a function of its height. As
indicated in Table 1, the cost functionC(h) is super-linear. Hence
the above formulation is linear but for the optimization criterion.
Piece-wise linearity

The cost functionC(h) can be approximated by a piece-wise
linear function (as can be any function). This is further facilitated
by the notion offamiliesof tower structure designs. A particular
tower design can accommodate towers within a particular range
of heights. The cost typically takes quantum jumps only when
the tower design itself changes. IfC(h) can be approximated as
a piece-wise linear function, we can use the standard technique
of separable programming to solve the formulation much like an
LP [14].
The special case of trees with depth at most two

The above formulation of theHA problem makes no assumptions
about the nature of the topology. However, if we take into account
the fact that we restrict the depth of the tree to be two at the most,
a simplification is possible.

We first observe in Table 1 that the main jump in cost comes as
we go from masts to taller towers. While the tower cost still re-
mains a super linear function of tower heights beyond 15m , the
cost increments across different tower designs is not that substan-
tial. So, in engineering terms, it would not be too bad of an approx-
imation if we assume it to be linear in the range beyond 15m (so
long as we do not exceed much higher than 50m). We thus have
two linear sections in the cost function: one for masts, and another
for taller towers.

Recall our argument from Sec. 3.2 that (a) the landline node will
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have a tall tower (50-60m in height), (b) the leaf nodes will have
masts, and (c) the non-leaf nodes one hop from the landline will
have tall towers. Given these, for each node, we can select the
(linear) region of the cost function which is applicable for that node
(mast or taller tower). Thus the minimization objective in Eq. 2
now becomes linear too and the entireHA becomes an LP. The tree
depth restriction, thus not only helps in tree search pruning, but also
in meaningfully approximating theHA to an LP. We now discuss
our solution to the third sub-problem: theAAproblem.

3.4 Antenna Assignment (AA)
The AA problem is addressed individually for each node, in a

given tree topology. The problem involves deciding the set of an-
tennas to be used at the node as well as their orientations. We as-
sume that we are given a set of antenna types to choose from. We
assume that we know the cost associated with each antenna type.
For instance, we could be given antennas of beam-widths8o, 22o,
30o, and60o. Before we present the details of the problem and the
solution, it is worth noting two points.

First, as mentioned already, we assume that all the links from the
landline node to its children are p2p links. So, we do not need to
performAA for the for the landline node. A more significant aspect
to note, is the following. While assigning antennas to a node, we
only consider its child set. Specifically, we do not consider the link
to its parent. We simply use a p2p link, with a low-beam-width
antenna directed towards the parent. The reason for this is that we
do not want a p2mp link-set to the parent: the throughput of the link
to the parent is the bottleneck, and we do not want it to be shared
with any other (child) node.

We have two loose goals inAA: cost reduction, and interference
reduction. We do not have these as strict optimization goals. One
reason for this is thatAA resembles the minimum set cover prob-
lem: where we need to cover a set of children using a set of an-
tenna types. The minimum set cover problem is a well known NP-
complete problem. Hence instead of formulating and seeking an
optimal solution, we simply use a heuristic approach forAA.

Another reason for not seeking even a formulation of strict opti-
mality is that it is not important. First, cost optimization is not sig-
nificant here since the cost of the antennas are small anyway ($50 to
$150), compared to that of the towers. And interference consider-
ation too need not be strict, since in our overall approach, we push
the careful consideration of the interference constraint (and power
constraint too) to thePAsub-problem.

Our heuristic algorithm forAA first pre-sorts the child set radi-
ally. We then use the following recursive procedure.

1. If the given child setS can be covered within the beam-width
of a particular antenna type, return that antenna type.

2. Else, identify the radially adjacent pair of children which
have the maximum angular separation. SplitS at this point
into S1 andS2.

3. Call the above procedure recursively forS1 andS2 and merge
the antenna sets returned by the recursive calls.

Figure 6: Recursive antenna assignment: an illustration

It is easy to see that the worst-case complexity of the above algo-
rithm isO(|S|2). An illustration of the recursion is given in Fig. 6.
The reasoning behind step-1 above is the cost reduction objective.
And the reasoning behind finding out sets with the maximum an-
gular separation in step-2 is to achieve interference reduction. The
farther away the main lobes of two antennas, lesser is the interfer-
ence effect of their side lobes on one another.

3.5 Power Assignment (PA)
The formulation of thePA problem is akin to that in our prior

work [12]. In [12], we have an LP formulation forPA, incorpo-
rating the power and interference constraints. One significant addi-
tional complication which arises in this work is the consideration of
p2mp link-sets. In this case, not all the links in a p2mp link-set are
operational at the same time since they share the same radio. Hence
while considering the interference of a p2mp link-set on other ra-
dios, each link of the link-set must be considered separately. The
formulation however still remains a LP.

In our setting, we also incorporate another insight inPA. Recall
that no two nodes with masts (i.e. leaf nodes in our tree topology)
will interfere with one another (I3 from Sec. 3.2). We thus leave
out these cases in the LP formulation ofPA.

4. EVALUATION
In this section, we present an evaluation of the main aspects of

our approach and our algorithms. We seek to answer the ques-
tion of whether our approach is practical. Also, theAA step in
our approach is based on heuristics. This opens up the question of
whether our solution is indeed optimal.

We have implemented our algorithm in C, and have used the
QSOPT [15] library for the solving LP problems. All of the simu-
lations were run on a 3GHz desktop.

Unless otherwise mentioned, we use the following parameter set-
tings. We use 15km to be the link length threshold (as explained in
Sec. 3.2). The obstruction heightL is assumed to be 18m, which
represents a situation where we may have tall coconut or palm
trees in the vicinity. This is, however, a worst-case situation as
apart from the coastal regions of India, we mostly encounter shorter
trees. We setd to be 1km: this means that we choose the tower lo-
cation within each village such that we do not have any tall trees
within 1km in the exact direction of the intended link. This is prac-
tical given that most villages are surrounded by large expanses of
farming fields anyway. We assume a variant of Free Space Pathloss
model for radio propagation, which closely models the behavior of
long distance Wi-Fi links [16]. We useSIRreqd = 15dB, which
gives a headroom of 5dB above the theoretical SIR for 802.11b
11Mbps operation. We useR = 384Kbps, which corresponds to
the requirement for high-quality video as stated in the requirement
specifications of Ashwini project. We useHupper = 60m. The an-
tenna types, costs, and side-lobe patterns resemble those of actual
off-the-shelf antennas [11].

For the randomly generated input sets, we use 15-node cases,
these sets havedensityof the nodes resembling that of the real de-
ployment scenario (Ashwini). For the cost functionC(h), we use
the two-line approximation mentioned in Sec. 3.3. The actual func-
tion used is approximated from Table 1, and is shown in Fig. 7.

We present several aspects of our evaluation below. We first
evaluate the algorithm on some real input sets (Sec. 4.1). Next we
present the usefulness of the pruning strategies, specifically that of
DCB (Sec. 4.2). Finally, we present the effect of varying the input
parameters on the performance of algorithm, using random input
sets (Sec. 4.3).
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Figure 7: Tower cost versus tower height

4.1 Evaluation on Real Deployment Cases
The original goal of the Ashwini project was to deploy a long-

distance WiFi network to provide connectivity to 33 villages sur-
rounding the Bhimavaram town in, Andhra Pradesh, India (33+1=34
including the landline). The current deployment, shown in Fig. 1,
is consists of 15 of the proposed 33 nodes. This deployment was
planned manually, and we are already experiencing several perfor-
mance and interference issues in the network.

Fig. 8 shows the topology generated by our algorithm for the in-
put set. However, we should note that only the X and Y coordinates
were taken as input, not the MSLs. Also, we assumedL = 18m
andd = 2km to be uniform for all links. Three of the nodes 30, 31,
and 32 could not be connected due to our restriction of link length
to 15km, and the 2-hop restriction. We were able to successfully
connect the remaining 31 nodes.

Figure 8: Topology generated for Ashwini

In the generated topology, node-0 is the landline node (Bhimavaram).
There are 7 other non-leaf nodes, with tower heights in the range of
20-36m. TheAAstep assigns8o directional antennas to all but three
of the nodes: two of22o beam-width and one of30o, as shown in
Fig. 8. The topology satisfies all the three constraints: throughput,
power, and interference. Its overall cost was about $55K, and the
algorithm run-time was about 10 hours.
Cost lower bound: We now compare the above topology cost with
a lower bound, computed as follows. We construct a lower bound
tree topology by assigning as many children as possible to the root,
so long as this is allowed by our link length constraint. After this,
there may be some nodes remaining which are unreachable from
the root directly. Let these nodes bemi, {i = 1, 2, ...k}. Each
such node has a set of possible parentsPi. One choice of parent
for eachmi produces a tree topology. There are a total ofΠk

i=1|Pi|
such trees. We enumerate all these trees, and for each tree, we find
the optimal height assignment using the LP formulation given in
Sec. 3.3. Call the set of these trees to beF , and let the topology
which has the minimum cost bêT and its costĈ. In this process,
we completely ignorePAandAA.

Let TA be the tree output by our overall algorithm, and its cost

be CA. We claim thatĈ represents a lower bound onCA. First
observe that botĥT andTA use the same height for the root node.
Now, denote the set of children of the root in̂T asS. Let TA1

(with costCA1) be the tree obtained fromTA by assigning the root
as parent, for all nodes inS. Clearly,CA1 ≤ CA (since the root’s
height is fixed). AndTA1 ∈ F , and hencêC ≤ CA1.

Using the above method we found the lower bound for our 31-
node Ashwini input, to be about $54K. This is only slightly less
than the cost of the topology generated by our algorithm. Further,
we observed that the lower bound topology does not have a feasible
power assignment, while the output of our algorithm clearly does.
We depict the topology with lowest cost in Fig 9. By looking at the
links in the region marked by a circle in the figure and comparing
the same with Fig 8, the utility of our algorithm becomes evident.
As can be seen, in our topology, node 11 is selected as a non-leaf
node (as a parent of nodes 13, 14 and 16), whereas in the topol-
ogy with least cost nodes 11,13,14 and 16 are all children of root,
which makesAA andPA difficult, due to low angular separation
amongst them. In our experience, we have found that in general

Figure 9: Ashwini topology with least cost (infeasible)

the power assignment is not easy to achieve using naive schemes.
To further stress this point, we note the following. In our original
(manual) plan for the Ashwini network, we had sought to use all the
three non-overlapping channels available in 802.11b. Even in such
a scenario, using naive power values of 20dBm (the default setting
in many outdoor WiFi products) creates inter-link interference in
several cases.

There are a number of links in the current deployment which can-
not function simultaneously due to violation of the above criteria.
A few of these are depicted in Fig 10. In the current setup, there are
sectoral antennas of 90 degree beamwidth at nodes 100 and 123, a
sector antenna of 120 degree is present at node 122 for thep2mp
links, while all otherp2p links have directional antennae. As can
be seen from the figure, links from node 100 to nodes 114 or 120
or 124 cannot function when the link from node 125 to node 123
is active (SIR at 114 and 120 of 9 db and of 10 db at 124). Simi-
larly, the link from node 100 to 119 cannot function when the node
126 is transmitting traffic to node 122, (SIR at 119 of 8 db). This
example further underlines that our algorithm is essential to ensure
an operational network.
Topology for East Godavari: We present the proposed solution
of our algorithm for another real life input. In an extension of the
Ashwini project, a deployment for 18 nodes is being planned in the
East Godavari district. We have run our algorithm successfully for
this input set too. The generated topology is shown in Fig. 11. The
cost in this case was about $40,000, and the algorithm run-time was
less than 5 seconds.
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Figure 10: Links incapable of simultaneous operation in pro-
posed Ashwini deployment

Figure 11: Topology generated East Godavari

4.2 Effectiveness of pruning
To evaluate the effectiveness of our pruning strategies, Fig. 12

shows the run-time of the algorithm for random input sets of differ-
ent node counts. This is compared with the case where we do not
have any pruning based on DCB or the elimination of long edges.
We can clearly conclude that pruning based on DCB and elimina-
tion of long edges makes the algorithm much more scalable.
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Figure 12: Run-time with and without pruning

Table 2 specifically shows the usefulness of the DCB pruning
strategy for 5 different random input sets of 10 nodes each. We can
see that DCB is very effective in pruning sub-trees early on to cut
the run-time significantly.

4.3 Algorithm Characteristics
While carrying out network planning, the run-time of an algo-

rithm is not a very serious concern, however it matters in certain
contexts. For instance, while a run-time difference between a few
seconds and a few hours hardly matters, a difference between a few
hours and a few weeks certainly does. To this end, it is useful to
know the performance of the algorithm as the various input param-
eters are varied. We specifically look at the variation ofd, L, and
SIRreqd. The different parts of Table 3 shows the variation of the
run-time for a specific random input set of 15 nodes, with increas-

Table 2: Effectiveness of DCB

ing d, L, andSIRreqd. While the data corresponds to a specific
topology, we observed similar trends in other random input sets
too.

First, we observe in Table 3 that the run-time is high for small
values ofd, and also for larged. The reason for this is that whend
is small, too many of the generated tree topologies are adjudged in-
feasible in theHA step, due to tower height requirement beyond the
imposed thresholdHupper. If too many topologies are infeasible,
then the running cost bound gets updated only infrequently. This in
turn means that DCB is not very effective. On the other hand, when
d is too high, then too many tree topologies become low-cost, and
then as well DCB filtering becomes less effective.

Table 3: Run-time variation with d, L, SIRreqd

Next, we see in Table 3 that the run-time increases sharply with
the obstruction heightL. The reason for this is the same as the
higher run-time for lowd, i.e. we have several topologies rejected
in theHA step. Similarly, the run-time increases sharply for large
SIRreqd too. The reason for this is that several topologies are now
being rejected in thePAstep.

We also wish to point out that the overall system cost increases
with increasingL or with decreasingd. This is as expected. On
the contrary, it is noteworthy that the system cost does not increase
significantly if theSIRreqd is incremented. This is because the
cost is decided by the tower heights, which is independent of the
interference constraint (see Fig. 2).
Performance of Antenna Assignment: We now show the useful-
ness of having p2mp link-sets, and of ourAA approach in particu-
lar. Fig. 13 shows the run-time of the algorithm for two cases: (a)
where we simply assign8o beam-width (directional) antennas for
all links (i.e., all links are p2p links), and (b) where we consider the
a choice of antennas with8o, 22o, and30o beam-widths to select
from and use ourAAalgorithm.

We useSIRreqd as the x-axis in Fig. 13 since it is a measure
of how stringent the interference constraint is, and how effective
our AA approach is in alleviating that. Although Fig. 13 is for a
specific random input of 15 points, this is representative: we have
run for other random inputs too with the similar results. We find
in Fig. 13 that the run-time is lesser with the use of p2mp link-
sets and with our antenna assignment approach. More important
than the reduced run-time itself is the reason for this: thePA step
becomes less stringent with the use of p2mp link-sets (recall our
discussion in Sec. 3.5). This means that we are more likely to find
feasible topologies with ourAAapproach than without it.

It is also worthy noting that the inclusion of antennas of larger
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Figure 13: Effectiveness of AA

beam-widths does not seem to help. For instance, we tried includ-
ing antennas with60o beam-width in our set of antenna types. With
this, theAA step ends up choosing to use a60o antenna at one or
more nodes. However, the side-lobe pattern of these antennas are
not good enough, and this makes the LP inPA infeasible.

5. RELATED WORK
Determining the topology in multi-hop wireless mesh network

has been a topic of significant research [17, 18, 19, 20]. The work
in [17] showed that the problem of constructing network topology
which minimizes the maximum transmitter power allocated to any
node is polynomial time solvable. In [18] the authors propose a
cone based distributed algorithm for topology control, while [19]
describes a distributed protocol which is designed for sector an-
tennas. The work in [20] uses the concept of range neighborhood
graphs for topology control.

However, this research has been focused mainly on the problem
of topology control, where the aim is to obtain a connectivity pat-
tern which minimizes the energy consumption by the radios in the
network. Our work differs significantly in its aim, as our focus is
on minimization of cost of initial topology deployment while main-
taining the received power values above a given threshold. Power
consumption of the radio itself is not a major concern in our set-
ting [21].

There has been a significant amount of work in topology plan-
ning for cellular networks too. However, their focus is different
from ours as their networks are designed to provide carpet con-
nectivity, whereas our goal is to provide connectivity at each vil-
lage location, at the minimum cost possible. To our knowledge
cost minimization of antenna towers while generating a topology is
unique in our setting.

The work in [22] considers an cost analysis of various technolo-
gies for rural connectivity. However, they do not consider antenna
tower cost, and in this sense our work is complementary to [22].

6. CONCLUSION AND FUTURE WORK
Usage of long distance wireless networks is inevitable to connect

the rural areas of the world and bridge the digital divide. Although
several deployments have already sprung up, the issue of network
planning has not been considered thus far. In this paper, we first
formulate this problem in terms of the relevant objective function,
constraints, and variables. The problem is unique and quite differ-
ent from other network planning or topology construction problems
considered thus far, the primary difference being our consideration
of system cost.

We introduce a variety of design considerations, with experi-
ences and lessons drawn from different deployment efforts. Based
on these, we present a solution approach which breaks down the

problem into four tractable sub-parts. The four sub-problems are
inter-dependent, and hence the order in which they are solved is
significant. We then present solutions to the four sub-problems.

Subsequently, we undertake an evaluation of the algorithms. Our
evaluation shows that we are able to generate topologies of up to
31 points in practical settings. The cost of the generated topology
is within about 2% of a lower bound. We also show our search
pruning strategies to be effective. Further experience is required in
the future in terms of putting our algorithms to practical test.

Scalability much beyond what we have achieved is desirable, but
there are two bottlenecks. One is the exhaustive search approach.
While this can possibly be addressed by intelligently partitioning
the set of points into geographical groups, there is another issue
too. We have found that power assignment for topologies involv-
ing over about 35 nodes has a high chance being infeasible. The
presence of too many radios in the system causes significant inter-
link interference. We believe that addressing this would require the
consideration of multiple channels, and channel assignment in par-
allel with the four variables that we have considered. However, we
believe that even formulating this problem meaningfully, without
unduly complicating it would be very challenging.

We view our work as a significant first attempt at formulating
and solving the problem of long distance rural wireless network
planning. Apart from the considerations mentioned above, there are
several avenues of improvements possible. In this work, we have
restricted the towers to placed only at the given village locations.
A more generic approach could consider the placement of towers
at any point in the plane. In terms of methodology, we believe
that the usage of computational geometry techniques can be quite
useful in our setting, and is an interesting direction for future work.
While we have considered only tree topologies, an important and
significant challenge would be the consideration of fault tolerance
in the network topology design.

Finally we would like to point out that while our work was pri-
marily driven by long-distance WiFi deployments, much of prob-
lem formulation and solution is equally applicable for other similar
wireless deployments too (e.g. 802.11a/g, 802.16 mesh networks,
or CorDECT).
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